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Abstract
The current controversy surrounding research replication in biomedical and 
psychosocial sciences often overlooks the uncertainties surrounding both the 
original and replication studies. Overemphasizing single attempts as definitive 
replication successes or failures, as exemplified by media coverage of the 
landmark Reproducibility Project: Psychology, fosters misleading dichotomies 
and erodes public trust. To avoid such unintended consequences, science 
communicators should more clearly articulate statistical variation and other 
uncertainty sources in replication, while emphasizing the cumulative nature 
of science in general and replication in particular.
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Introduction

The issue of replicability or repeatability1 is not new in biomedical and psy-
chosocial sciences (Altman, 1994; Goodman, 1992; Mulkay, 1984), although 
in the past decade it has gained attention across scientific fields in hitherto 
unseen ways. Large-scale replication projects (Camerer et al., 2018; Errington 
et al., 2021; Open Science Collaboration, 2015a) have created widespread 
controversies over whether science is broken, raising concerns about under-
mining public confidence in science (Jamieson, 2018; Shiffrin et al., 2018).

In the Open Science Collaboration’s (OSC) Replication Project: 
Psychology (RPP), 270 researchers across five continents attempted to repli-
cate 100 studies published in three prominent psychology journals in 2008. 
Using five different criteria, less than half of the studies were classified as 
successfully replicated (Open Science Collaboration, 2015b). Among those 
five criteria, the 36% replication rate (based on whether the replications pro-
duced statistically significant results as the originals did) received the most 
attention, solidifying a crisis narrative that drove follow-up reform efforts 
across journals and disciplines (Peterson & Panofsky, 2023).

The OSC placed the RPP in the context of a distorted incentive system of 
academic research and publishing, which results in sub-optimal research 
practices (especially in statistical analyses) and a biased literature in need of 
major correction. While we largely agree with this diagnosis and appreciate 
the emphasis OSC put on cumulative evidence rather than single replication 
projects, we are also concerned with some unintended consequences emerg-
ing from the general discussion and media coverage in the wake of RPP. 
Despite the OSC’s precautionary efforts and the extensive literature on com-
mon statistical misconceptions and misperceptions (reviewed for example in 
Amrhein et al., 2019; Greenland, 2017, 2019; Greenland et al., 2016; 
McShane et al., 2019, 2024; Wasserstein et al., 2019; Wasserstein & Lazar, 
2016), discussions of the RPP still exhibit a lack of conceptual clarity. An 
example is the common error of interpreting the RPP results as suggesting 
that all or most of the original studies were false positives, without allowing 
for false-negative replications. To mitigate such misunderstanding and dis-
trust it is crucial to distinguish two types of uncertainty in replication studies: 
method uncertainty and statistical uncertainty.

Method Uncertainty: The Duhem-Quine Problem

It can be helpful to think of replication along the lines of an analogy with 
cooking: if we follow a recipe precisely, we should be able to make the same 
dish over and over again and it should taste the same every time. The reality 
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is more complex, however: we have all encountered situations where, despite 
our best efforts to follow a recipe meticulously, we still fall short of achieving 
the desired outcome. Maybe the ingredients were not stored in the right con-
dition, maybe they were added in the wrong order, or maybe the oven tem-
perature was a little too high . . . The point is that it is not always straightforward 
to tell whether we did something wrong, or if the recipe failed to mention 
something important.

Replicating scientific studies is, of course, more complex. As research in 
Science and Technology Studies (STS) has pointed out, in the early stage of 
research, researchers are often unaware of certain factors that are causally 
relevant to the phenomenon of interest (Collins, 1985). At this stage a 
researcher can demonstrate her claim with experiments; and if other experi-
menters follow her methods and obtain the same results, the case for her 
claim is strengthened.

When other researchers cannot achieve the same results by following the 
same methods, another possibility is often raised: the original finding may be 
contingent on some unspecified details of the original experiment. For exam-
ple, the original finding might be an experimental artifact caused by an 
uncontrolled, causally relevant factor (a confounder). However, similar 
charges can be leveled at the replication study; in particular, replication fail-
ure may be due to an uncontrolled confounder. Furthermore, the actual effect 
may vary with study details that differ between the original and the replica-
tion study, such as the composition of the population of study participants.

When replication “fails” a controversy often ensues, generating a long list 
of potential explanations for the conflict that cannot be exhaustively tested. 
This is the well-known Duhem-Quine problem (Sismondo, 2010): Because 
all tests are simultaneous tests of the target hypothesis and numerous imple-
mentation details, no single test can conclusively prove or refute a hypothe-
sis. We refer to the resulting uncertainty as method uncertainty since it arises 
from differences in research and analysis methods; these include the criteria 
for selection into the study, the extent of control of potentially confounding 
factors, and the implementation of statistical procedures, including choices 
that vary with or are unspecified by ordinary textbooks (such as how to code 
variables in a regression).

Statistical Uncertainty and the False-Negative 
Problem

Biomedical, psychological, and social sciences are “soft” insofar as they 
focus on phenomena whose regularities are amorphous and situational (in 
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contrast to the universal, exact laws which dominate physical sciences). In 
doing so, they must confront another major source of research uncertainty: 
Living organisms are characterized by natural variation and complex feed-
back within and across organisms (Mayr, 1985; Nelson, 2016), which intro-
duces sampling variation or “noise” that we model as statistical uncertainty. 
The tremendous variability among and within living beings and systems 
makes it crucial to account for this uncertainty when designing and analyzing 
studies of those entities.

Unfortunately, our desire for certainty leads to a tendency to approach 
statistics as if it could eliminate all uncertainty (Gelman, 2016; Gelman & 
Loken, 2014). Caught in this mindset, researchers identify findings with 
dichotomous labels (statistically significant vs. statistically insignificant) and 
treat hypothesis testing as if it could turn a continuous probabilistic phenom-
enon into a deterministic dichotomy, or at least one with high signal-to-noise 
ratio in well-controlled experiments (Goodman et al., 2016). This cognitive 
illusion is a major problem for soft sciences, where effect sizes are typically 
small, random variability is high, and nonrandom sources of variability—
uncontrolled biases—must often be considered (Greenland, 2017). The result 
is a low ratio of true signal (effect) to random noise and bias, hence the low 
reliability of study results outside of a relatively few exceptionally large and 
expensive experimental studies.

Since tests with low statistical precision are less capable of detecting 
effects, extra caution is necessary when interpreting seemingly conflicting 
results. Let us illustrate the danger of ignoring low precision with the com-
mon example of underpowered studies. Even with 80% power for the actual 
effect (i.e., a test that correctly rejects the null hypothesis 80% of the time), 
two perfect studies will both produce “statistically significant” results only 
64% of the time, and 32% of the time one will be statistically significant 
while the other will be statistically nonsignificant. The high probability of 
spurious conflict in terms of statistical significance even with acceptably 
powered designs has been called the false-negative problem of replication 
(Amrhein et al., 2019).

The false-negative problem worsens as power decreases, and as noted 
below it appears that most experiments on humans fail to achieve as much as 
50% power for actual effects. With 50% power for the actual effect in both 
the initial and the replication study, the two will appear to conflict half the 
time, and there is only a 25% chance for both to correctly detect the effect, 
while the chance of both failing to detect the effect is also 25%. Thus, dichot-
omizing studies according to their “statistical significance” will result in 
gross exaggeration of perceived replication failure when the signal-to-noise 
ratio is low. At a minimum, what is needed instead is a direct estimation of 
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the difference between the studies, with an understanding that any difference 
of importance may be due to failings of either study, as well as a possible dif-
ference in the actual effects in the two studies (Greenland & O’Rourke, 
2008).

Underpowered Studies and Publication Bias 
Exacerbate the Gap Between Original and 
Replication Results

Due to smaller effects than expected and unanticipated problems in study 
execution, statistical power in actual studies is usually far lower than the 80% 
commonly calculated in the design stage. For example, it has been estimated 
that, for medical trials in the Cochrane Database of Systematic Reviews, the 
power at the actual effect size is typically only 13% (van Zwet et al., 2024). 
Similarly, one survey in psychology estimated typical power in psychology 
to be around 35% (Bakker et al., 2012), while a large survey in neuroscience 
estimated typical power to be only 21% (Button et al., 2013).

The problem of underpowered studies is often attributed to publication 
bias, whereby journals privilege statistically significant results for publica-
tion (Maxwell et al., 2015; Open Science Collaboration, 2015a; Smaldino & 
McElreath, 2016). This would be less of a problem if the effect under exami-
nation were very large relative to noise, in which case most studies of real 
effects would achieve “statistical significance” and therefore go on the 
record. However, when power is low, only the most exaggerated estimates 
will meet this “significance” criterion (Amrhein et al., 2019; Gelman & 
Carlin, 2014; van Zwet et al., 2021). Put differently, when the effect being 
studied is small and data noisy (as in soft sciences), statistically significant 
results tend to be outliers; and by privileging statistically significant results, 
journals select for estimates that exaggerate the effect. When only outliers are 
selected for publication, literature is biased toward inflated effect sizes, and 
this problem is worsened by lowering the threshold (α) at which a p-value 
would be declared “significant” (Amrhein et al., 2019).

Because researchers rely on effect sizes published in the literature to con-
duct power analyses, a literature with inflated effect sizes results in an under-
estimation of sample sizes needed to provide a given power. Consequently, 
the studies are underpowered and less likely to achieve “statistical signifi-
cance” even if an effect is present—a recipe for replication failure. Meanwhile, 
because publication bias selects for outlying estimates, effect sizes observed 
in replication studies naturally regress to their mean (i.e., they attenuate 
toward the weaker true effect). Together, low statistical power and 
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attenuating effect size tend to produce higher p-values (and thus “statistically 
insignificant” results) in replication studies, increasing the chance that ini-
tially positive results appear to be refuted by replication studies (Maxwell 
et al., 2015; van Zwet et al., 2021, 2024).

A re-examination of the RPP results can illustrate this problem. Let us 
assume a more realistic statistical power of 50%, as opposed to the 92% used 
in the RPP. Then, even if 70% of the original results were true positives, we 
can still expect to observe the “low replication rate” of 36% reported by the 
RPP (Amrhein et al., 2019). This should caution us against hastily concluding 
that the originally “statistically significant” studies were all or mostly false 
positives, and warn us that many “replication failures” arise from the statisti-
cal variability inherent in replications as well as in the original studies. In 
particular, due to the extreme variability of p-values, any claim about “repli-
cation failure” based on whether a p-value crossed a “significance” threshold 
is profoundly unreliable and potentially highly misleading (Gelman & Stern, 
2006).

In summary, when dealing with probabilistic phenomena, we should view 
each individual study estimate as just one data point from a sampling distri-
bution. When examining replications, these estimates will jump around a lot 
in both directions when the measurement is noisy, even if the effect is the 
same in each study. And the estimates will vary even more across studies 
when, as expected, the effect itself varies with the study design and setting. 
Thus, to arrive at trustworthy conclusions, we not only need high-quality data 
from sound studies, but we also need to be patient for studies (the data points) 
to accumulate enough to provide a clear picture of actual effects and how 
they vary across study settings. There is no shortcut, and rushing to conclu-
sions based on one replication study is just as unwise as blindly trusting the 
original study.

Example: Media Coverage of the RPP

To see how the two types of uncertainty are covered in public discourse, the 
first author (CT) surveyed media coverage of the RPP. Two news databases 
(Nexus Uni and Altmetric) were used to identify English-language news 
reports and opinion pieces on the RPP. The final compilation includes 59 
non-duplicated news reports and 15 opinion pieces published in 2015 from a 
total of 52 sources. Methods, data, and analyses are in the Supplemental 
Materials.

News coverage of the RPP project largely followed the RPP report (Open 
Science Collaboration, 2015a) and press release (Open Science Collaboration, 
2015b), which emphasized method uncertainty but not statistical uncertainty. 



Ting and Greenland 7

Out of 59 news reports and 15 opinion pieces, only one report (Bower, 2015) 
and two opinion pieces (Earp & Everett, 2015; Martin, 2015) mentioned sta-
tistical uncertainty. Although almost all these reports mentioned method 
uncertainty, many simply quoted from the press release, which offered only 
very brief explanations for discrepant results:

1) Even though most replication teams worked with the original authors to use 
the same materials and methods, small differences in when, where, or how the 
replication was carried out might have influenced the results. 2) The replication 
might have failed to detect the original result by chance. 3) The original result 
might have been a false positive. (Open Science Collaboration, 2015b)

Such vague coverage fails to explain the sources of variation crucial for 
assessing the extent of the replication problem and proposed solutions.

The lack of conceptual clarity in media coverage of RPP was evident in 
many other ways, including explaining replication in deterministic terms; 
conflicting statements on whether a replication failure definitively disproves 
the original study; failing to recognize other criteria for interpreting replica-
tion outcomes; presenting contradictory opinions without synthesis; and, 
finally, noting that, among 13 articles attempting to explain the meaning of 
p-value, 12 did so incorrectly. See the Supplemental Materials for details.

One explanation for these problems may be technical complexity, which 
makes journalistic translation more challenging. More important, though, is 
people’s tendency to ignore uncertainty when interpreting statistical outputs. 
As explained earlier, statistical uncertainty should play a major role in judg-
ing replication outcomes, and it is a perfectly legitimate explanation for so-
called “failed” replications. Yet, among 10 experts who expressed reservations 
about RPP outcomes—seven through interviews and three through opinion 
pieces—only one interviewed expert clearly pointed to this explanation. The 
fact that even experts tend to overlook statistical uncertainty indicates that 
this is an important blind spot.

In addition to exaggerating the perception of irreplicability, forcing a 
deterministic frame on probabilistic phenomena also results in unnecessary 
discord, as some reports implicitly associate “non-replication” with false 
positives and, at times, fraud. For example, one paper that gained media 
attention was titled “Nonreplicable publications are cited more than replica-
ble ones” (Serra-Garcia & Gneezy, 2021). The titular claim was however 
based on whether RPP replications were statistically significant or not (as 
were claims in other papers such as Schafmeister, 2021, and von Hippel, 
2022). The claim was subsequently reported as “Research findings that are 
probably wrong cited far more than robust ones, study finds” (Sample, 2021) 
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and “Studies that are exciting but less likely to be true are cited more often in 
academia” (Luntz, 2021). None of these claims were supported by analyses 
based on proper direct comparisons of the initial and replication studies 
accounting for both statistical and method uncertainty.

In December 2021, the OSC released the results of its second large repli-
cation project—the Reproducibility Project: Cancer Biology (RPCB). Amid 
the COVID crisis, this project received scant attention from mainstream 
media, preventing systematic assessment of whether the quality of reporting 
had improved over the six intervening years. As far as we know, the only 
high-profile news outlet that covered the RPCB was The Associated Press 
(Johnson, 2021). That report did not articulate different sources of uncer-
tainty, but instead fixated on which studies “held up” in this one replication 
project, illustrating a persistent blind spot in mainstream media coverage.

Discussion

It is sometimes lamented that public confidence in science is undermined by 
high-profile controversies, such as that over effects of diet on cancer 
(Schoenfeld & Ioannidis, 2013), side effects of medications (Greenland et al., 
2022; Rafi & Greenland, 2020), and effects of global warming (Boykoff, 
2013; Boykoff & Boykoff, 2007). Much of this controversy reflects the fact 
that data alone say nothing at all about a topic. Instead, “the data tell us. . .” 
is a misleading preface for a particular data interpretation. Every interpreta-
tion is laden with assumptions that can and often should be questioned, as 
when there are concerns about violations of experimental protocols, data 
integrity, or statistical assumptions. Such concerns can vary dramatically 
across researchers, leading to vastly different interpretations of data, even 
when those interpretations are restricted by various statistical conventions.

When there is disagreement about the conventions that should be applied—
as in modern statistics—the range of interpretations of the same data can vary 
widely even when there is no concern about research protocols or data integ-
rity. Our criticism of reporting on the “replication crisis” is based in part on 
the misleading conventions that have been used to claim replication failure 
(Amrhein et al., 2019). Those conventions can be seen as invalid implemen-
tations of statistical methods, based in particular on the fallacy of declaring 
conflict because an initial study attained “significance” but the replication 
attempt did not (a version of item 16 in the misinterpretation list of Greenland 
et al., 2016).

The controversies that flow from conflicting study interpretations can pro-
vide interesting material for science journalists, but a focus on dueling 
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scientists and flip-flopping across research reports may foster nihilism. In the 
words of an anonymous journalist quoted by Schneider (2010), “Uncertainty 
in science gets translated in the popular media as doubt,” where doubt gener-
ates general distrust of science rather than uncertainty about what effects are 
real and what actions are warranted. The resulting distrust is one of the big-
gest challenges facing science today.

When it comes to replication, statistics calls for us to expect reality to 
remain unclear until enough studies have been done to assess all sources of 
variability and uncertainty. Replication projects and follow-up efforts are a 
partial solution to rebuilding science’s credibility, but cannot succeed without 
tackling the problem of methodological misconceptions—as we have argued, 
ignoring statistical uncertainty and sources of variation in replication projects 
exaggerates irreplicability and ultimately undermines trust. As the issue of 
replicability is still being debated across disciplines, science communicators 
can play a crucial role in preventing further erosion of public confidence in 
science by raising awareness of methodological uncertainty and emphasizing 
the cumulative and often painfully gradual nature of scientific progress.
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cability” and “reproducibility,” with many authors treating them as synonyms, 
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